Go slow and beware! A call for reflection on our computational surroundings
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ABSTRACT

Slow technology is resistance to invisible technologies’ fast encroachment on our everyday lives. In this position paper we describe our critique on pervasive systems and our research agenda aiming for consideration of stakeholder values and designing means for reflection into technology. 
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INTRODUCTION

In the era of mainframe computing, with many users sharing the same computer, it made sense for efficiency to be a focal point of design. We have moved beyond the many-users-to-one-mainframe era, through the era of the personal computer, into an era where "many computers share each of us" (Weiser and Brown, 1996). In the mainframe era, it was easy for computer users to keep everyday life and computer use separate. However, as computers recede into the background, the boundaries between computer use and everyday life become increasingly blurred. Like writing and electricity, computing is becoming so commonplace and unremarkable, that we forget the impact it has on everyday life (Weiser and Brown, 1996). Many of us care a lot about staying connected using mobile devices. At the same time, many of us seem to care little about the impact that the technology surrounding us has on our lives. While we seem to care less and less about computers, they seem to care more and more about us in the age of big data and pervasive computing. Amazon.com’s recommendations, for instance, simply wouldn’t work without large data sets about users, such as what they buy and view. Another important example is pervasive computing’s centeredness on sensing people and their environment. Many of these technologies aim to make us more efficient and productive. In doing so, they embody certain values that are not necessarily ours as users. And given the invisibility of many of these technologies, we might be unaware of this. 

Without awareness of the technology everywhere around us and its inner workings, as “users” - or more generally stakeholders - we get little chance to reflect on the impact technology has on our lives. Often the technologies embody values of the developers and it is rarely transparent what these values are. Therefore, “users” do not reflect on the values these technologies are promoting, nor on the possibility that technologies’ values are not necessarily aligned with their own.
Our research Agenda: Slow Technology to Foster Awareness
Slow technology is resistance to (invisible) technologies’ fast encroachment on our everyday lives. It is a means to slow down and reflect on the role technologies have come to play in our lives. It is a call for us to step back and decide for ourselves whether using these technologies is in our best interests. It is a way to stop and reflect on what matters to us. Slow technology is a way to live at the pace of life, not at the pace of technology.
Among the defining characteristics of our lives as human beings are the values we hold. Our values define what matters to us in life. They are part of what determines, or should determine, the pace of our lives. Values embodied in many technologies, such as efficiency, can also be at odds with the values stakeholders hold. This mismatch between values embodied in technology and those of its stakeholders can be an inconvenience at best, but often threatens our most fundamental interests.  This was recently illustrated when Facebook took steps to make the profiles of its users more public than private. In December 2009, the company announced that parts of user profiles that had previously been private – including every user’s friends, relationship status and family relations – would become public and accessible to other users. Then in April 2010, Facebook introduced an interactive system called Open Graph that can share your profile information and friends with the Facebook partner sites you visit. Facebook CEO Mark Zuckerberg defended this decision by arguing that Facebook had an obligation to reflect “current social norms” that favored exposure over privacy. “People have really gotten comfortable not only sharing more information and different kinds but more openly and with more people, and that social norm is just something that has evolved over time,” he said. Many users disagreed. Clearly, the values built into technologies do not always match those of its users. This issue is amplified as the arena of computing shifts from a single user using a single computer at a single location, to computers being everywhere without users necessarily being aware. That is why awareness of values is the focal point of our research agenda.

Putting stakeholder values in the foreground

A clear distinction has been made in frameworks such as value sensitive design (Friedman et al., 2006) among values playing a role in technology design, i.e. designer values, explicitly supported values and stakeholder values. Although research interest in value sensitive design approaches is growing within HCI, much of the existing technology does not explicitly address values and designers’ values that may be embedded through the design process are invisible to the users. More importantly, design processes do not yet focus enough on eliciting stakeholder’s values and dealing with them explicitly in the design. We argue, however, that putting the values of stakeholders into the foreground of technology design is one crucial step in gaining awareness about the influence of technology on our lives. In order to reach awareness, we argue that transparency is needed in the design process as well as in the end-result, so that users can make an informed choice about whether to use or avoid a product, if possible.  
Building on value centered design literature, one of our main research goals is developing a practical approach to values in technology. To this end, we have organized a workshop at Interact in 2011 (Detweiler et al., 2011), of which a continuation will be held at CHI 2012 zooming in on specific methods for accounting for values in human-centered computing. Furthermore, our design work focuses on developing tools for stakeholders and researchers to negotiate their values and design trade-offs to be made (Pommeranz et al., 2011).
Designing for user reflection

We believe, that besides involving users and considering their values in the design process of new technologies, another important aspect of making people more reflective about their use of technology is to allow for user reflection at use time. Along the lines of what Hallnäs and Redström first described as slow technology, i.e. technology to reflect and slow down, we are focusing on building means for reflection into technology. Two examples of our ongoing work in this direction are (1) designing a tool for value reflection to be used as part of a decision support system (under review) and (2) investigations into revealing vulnerabilities of technology to raise user awareness of their trust into and reliance on a (maybe imperfect or inaccurate) system. With regard to (1) we have engaged design work including the development of a value-reflection tool prototype and several design sketches based on expert and user feedback. Designs have been validated with a larger sample in an online survey. Based on our results we have compiled a set of design guidelines to create value-reflection tools. In summary, they tackle aspects of considering the uniqueness of every user, the needed trust to use the tool for intimate reflection, guidance and transparency of the tool and the role of emotional triggers.  

Considering (2), we have explored people’s interactions with a GPS system and their level of trust into the system. We found, that the use of design qualities of ambiguity, transparency and open interpretation allow users to judge the accuracy of the system themselves and use it as they see fit instead of over-relying on a system without knowing how accurate it is. Similar to human-human trust showing possible system vulnerabilities can lead to more appropriate and sustained trust that does not breakdown easily. 

In both cases designing means for reflection into technology will slow down the technology in the sense that people take more time to reflect on their task and the support the system delivers to accomplish it. While this may oppose the values of efficiency or productivity, we hope that it will lead people to make informed choices and reconsider the role of technology in their lives instead of mindlessly following system’s advice/support without considering the long-term consequences. We believe that building on these approaches will be an important strand of the wider slow technology agenda.  
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